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Abstract

The welfare cost of random consumption fluctuations is known from De Santis (2007) to be increasing in the level of uninsured idiosyncratic consumption risk. It is also known from Barillas et al. (2009) to increase if agents in the economy care about robustness to model misspecification. In this paper, we combine these two effects and calculate the cost of business cycles in an economy with consumers who face idiosyncratic consumption risk and who fear model misspecification. We find that idiosyncratic risk has a greater impact on the cost of business cycles if agents already fear model misspecification. Correspondingly, we find that endowing agents with fears about misspecification is more costly when there is already idiosyncratic risk. The combined effect exceeds the sum of the individual effects.
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1 Introduction

Lucas (1987, 2003) used a calibrated representative agent model to calculate that removing aggregate consumption fluctuations of the size observed in post World War II US data leads to welfare gains equivalent to only 0.1% of the level of consumption each period. Subsequently, researchers have considered variations on the Lucas calculation and identified two modifications that can lead to larger welfare costs of business cycles: changes in the stochastic structure of consumption and changes in the preferences that agents use to value stochastic consumption streams.

The stochastic nature of consumption was changed by De Santis (2007), who calculated the welfare costs of business cycles when individual consumption is subject to both aggregate and idiosyncratic shocks. He found there are large gains to reducing the aggregate component of consumption fluctuations. For example, removing only 10% of the variation induced by aggregate shocks can generate a welfare gain equivalent to 0.5% of the level of consumption each period. Idiosyncratic shocks increase the welfare costs of business cycles because they affect the individual marginal utilities of consumption at which aggregate fluctuations are costed.

How individuals value stochastic streams was the subject of Barillas et al. (2009), who extend the Lucas calculation by assuming that the representative agent has a preference for robustness. They showed that with a preference for robustness to misspecification of the consumption process, the welfare gain of removing aggregate fluctuations in consumption can easily exceed 0.5%. Building on the work on ambiguity-averse preferences in Hansen and Sargent (2001), the reasoning is that agents with a preference for robustness are willing to sacrifice a lot to live in an economy without fear of misspecification. The increase in the welfare cost of business cycles arises because concerns about model misspecification cause the representative agent’s worst-case model to put more probability weight on bad consumption shocks.

Our paper combines the insights of De Santis (2007) and Barillas et al. (2009) and argues that the welfare costs of business cycles are important at lower levels of risk aversion and

---

Tallarini (2000) similarly argued that Lucas used the wrong preferences to measure the welfare costs of business cycles. Tallarini found that business cycles are costly in a representative agent framework when agents have Epstein-Zin preferences that break the link between risk aversion and the intertemporal elasticity of substitution. Under Tallarini’s interpretation of his model, costly business cycles still require agents to have implausibly high levels of risk aversion when the model is calibrated also to generate an empirically reasonable equity premium and risk free rate.
fear of model misspecification than previously thought. To make the case, we take a model in which agents are subject to aggregate and idiosyncratic consumption shocks and ask what happens if agents fear model misspecification. Our framework nests the models of De Santis and Barillas et al. as special cases. To analyze the model we apply the higher order small noise expansion methods for robust economies developed by Anderson et al. (2012).

Recognising that idiosyncratic risk and a fear of model misspecification are in isolation only weak mechanisms for generating welfare costs in economies with low levels of risk aversion and very mild fears of model misspecification, it might be expected that introducing the two mechanisms together would not push up the costs of business cycles very much relative to those identified by Lucas. This is not the case; our results go further because the welfare costs of business cycles in our model embody interaction effects between the two mechanisms. The reason is that an agent’s fear of model misspecification extends to its understanding of aggregate and idiosyncratic consumption risks. Agents with a preference for robustness assign additional probability weight both to negative aggregate and to negative idiosyncratic consumption shocks, and make decisions to guard against worst-case scenarios in which negative aggregate and idiosyncratic shocks occur simultaneously.

The assumption that agents fear model misspecification addresses a criticism of De Santis (2007), namely, that his analysis relies on highly non-logarithmic preferences to generate an impact of idiosyncratic risk on the costs of aggregate fluctuations. In his baseline calibration the coefficient of relative risk aversion is 2, and most of his headline results are drawn from calculations in which the coefficient of relative risk aversion is set at 4. If the utility function is instead logarithmic in consumption, then the marginal utility of aggregate consumption is completely independent of the level of idiosyncratic consumption, and the welfare costs of business cycles in his model are unaffected by the amount of idiosyncratic risk in the economy. Only if risk aversion is significantly in excess of that implied by logarithmic utility will the costs of business cycles in De Santis differ from those calculated by Lucas. This is no longer the case when agents fear model misspecification. In our model, idiosyncratic risk affects the welfare gains of removing aggregate business cycles even under logarithmic preferences.

The introduction of idiosyncratic risk alternatively speaks to concerns over how to interpret the claim of Barillas et al. (2009) that they only endow agents with mild fears of model misspecification. Their calculations for the welfare costs of business cycles assume that agents entertain a relatively large set of models as measured by detection error probabilities based on 235 quarterly observations. Introducing idiosyncratic risk, though, implies that business
cycles are costly even when the set of models being considered is small. The fears of model misspecification needed to make aggregate fluctuations costly are therefore even milder when there is idiosyncratic consumption risk in the economy.

A second issue with De Santis (2007) is that the process he assumes for consumption is problematic empirically. Whilst he goes to some trouble to justify his random walk processes in aggregate and idiosyncratic consumption by appealing to a no-trade theorem, the idea that all variation in consumption growth can be attributed to a random walk process for individual consumption does not fit with empirical studies. For example, Blundell at al. (2008) explicitly focus on the extent of consumption smoothing that different individuals achieve in the face of permanent income shocks. A key result is that the extent of insurance is quite high for a large fraction of the population. Similarly, the work of Heathcote et al. (2014) does attribute some of the fluctuations in consumption to a unit root process, but this is by no means the only source of variation. The bottom line is that De Santis is likely overstating the case by assuming that all consumption variation is reflected in unit root processes. If one moves to more empirically reasonable specifications then the costs that De Santis finds are much less impressive. We address this issue in two ways. Firstly, we show that fears of model misspecification render business cycles costly even when the variance of permanent idiosyncratic consumption shocks is smaller than that assumed by De Santis. Secondly, we introduce a fear of model misspecification into the more realistic economic environment of Krebs (2007), where an agent’s stochastic consumption stream is subject to the risk of job displacement. Empirical work by Jacobsen et al. (2009) has shown that job displacement risk is large and has a substantial cyclical component for certain groups of workers. If agents fear model misspecification then the cyclical component of job displacement risk creates large welfare costs of business cycles, even if their utility function is close to logarithmic in consumption.

2 Economic environment

Agents in our economy fear model misspecification. Their preferences over consumption processes are ordered by the value function recursion:

\[ U_t = (1 - \beta) V(c_t^i) - \frac{1}{\sigma} \log E_t \exp(-\sigma \beta U_{t+1}), \]

where \( U_t \) is the value function and \( V(c_t^i) \) is the period utility from \( c_t^i \), the logarithm of individual consumption. This is a version of the recursive multiplier preferences of Hansen and
The preference for robustness to misspecification of the consumption process manifests itself in the parameter $\sigma \geq 0$ that is increasing in the agent’s fear of model misspecification. If $\sigma \to 0$ then the value function recursion takes the standard expected utility form $U_t = (1 - \beta)V(c_t) + \beta E_t U_{t+1}$ and the agent does not fear model misspecification. Whilst we interpret the value function in terms of a preference for robustness, it is equally valid to follow Tallarini (2000) and take it as an expression of Epstein-Zin preferences with the agent’s coefficient of relative risk aversion not constrained to be equal to the intertemporal elasticity of substitution.\(^2\) The two interpretations have identical value functions, but we prefer to think in terms of robustness because Barillas et al. (2009) find equity premia and risk free rates observed in the US data require implausibly high levels of risk aversion in Epstein-Zin preferences, but are compatible with relatively moderate fears of misspecification in Hansen-Sargent multiplier preferences.

The logarithm of individual consumption $c_t^i$ has aggregate and idiosyncratic components that follow geometric random walk processes:

$$c_t^i = c_t + \delta_t^i, \quad (2)$$
$$\Delta c_t = \sqrt{\epsilon} w_{1t}, \quad (3)$$
$$\Delta \delta_t^i = \sqrt{\epsilon} w_{2t}, \quad (4)$$

where $\begin{bmatrix} w_{1t} \\ w_{2t} \end{bmatrix} \sim N \left( \begin{bmatrix} \frac{g - \tau_1^2/2}{2} \\ \frac{-\tau_2^2/2}{2} \end{bmatrix}; \begin{bmatrix} \tau_1^2 & 0 \\ 0 & \tau_2^2 \end{bmatrix} \right)$,

and aggregate consumption trends at the rate $g$. The means of $w_{1t}$ and $w_{2t}$ are adjusted by $-\tau_1^2/2$ and $-\tau_2^2/2$ so that changes in $\tau_1^2$ and $\tau_2^2$ affect only the variance of consumption growth, not its trend growth rate. $\sqrt{\epsilon}$ is a scaling factor that is useful when applying the small noise expansion. The specification is taken from De Santis (2007), who presents empirical evidence in support of permanent aggregate and idiosyncratic consumption shocks. Note that the processes for aggregate and idiosyncratic consumption are assumed to be independent, so the environment abstracts from endogenous relationships between aggregate and idiosyncratic uncertainty of the type explored by Atkeson and Phelan (1994) or Beaudry and Pages (2001).

\(^2\)Tallarini locked the intertemporal rate of substitution to unity, then allowed the risk aversion coefficient to deviate from one.
3 Solution

The value function $U_t$ satisfies recursion (1) given the stochastic processes (2)-(4). Aside from the special cases to be discussed below, the value function recursion does not have a simple analytic solution. We therefore employ the small noise expansion method of Anderson et al. (2012) to obtain a recursive representation that applies when the trend and shocks to consumption are small. We seek an approximate solution $W^E(c^i_t)$ that takes the form:

$$W^E(c^i_t) = W^0(c^i_t) + h(c^i_t),$$

where $W^0(c^i_t)$ satisfies the recursion in the absence of the trend in aggregate consumption and the noise from aggregate and idiosyncratic shocks. $h(c^i_t)$ is a correction term in $\sqrt{\epsilon}$ and the moments of $(w_{1t}, w_{2t})$ that captures the costs of the trend and the noise generated by the shocks. The correction term depends on the logarithm of individual consumption $c^i_t$ and is at most of order $\sqrt{\epsilon}$.

### 3.1 Approximate solution

The solution with no noise $W^0(c^i_t)$ is obtained by noting that processes (2)-(4) for the logarithm of individual consumption can be combined as $c^i_{t+1} = c^i_t + \sqrt{\epsilon}(w_{1t} + w_{2t})$. To remove the trend and shocks we set $\sqrt{\epsilon} = 0$. The consumption process becomes $c^i_{t+1} = c^i_t$ and the solution to recursion (1) without trend and shocks is:

$$W^0(c^i_t) = V(c^i_t).$$

The approximate solution $W^E(c^i_t)$ satisfies recursion (1) for small values of the scaling factor $\sqrt{\epsilon}$ on the trend and noise from shocks. The small noise approximation therefore solves:

$$W^0(c^i_t) + h(c^i_t) = (1 - \beta)V(c^i_t) - \frac{1}{\sigma} \log E_t \exp(-\sigma \beta(W^0(c^i_{t+1}) + h(c^i_{t+1}))),$$

for small $\sqrt{\epsilon}$. The small noise expansion method of Anderson et al. (2012) starts by expressing the second term on the right side of (7) in terms of powers of $\sqrt{\epsilon}$, and proceeds by using the method of undetermined coefficients recursively to find the correction term $h(c^i_t)$ to any desired order of $\sqrt{\epsilon}$. We describe how to obtain the expansion in Appendix A.

### 3.2 Accuracy

The accuracy of the second order small noise approximation can be checked against two special cases of our economic environment that have simple analytic solutions. The first is a simplified
version of De Santis (2007) in which the agent has constant relative risk aversion preferences but no fear of model misspecification. The second is a variant of Barillas et al. (2009), with a representative agent combining logarithmic preferences with a fear of model misspecification. The two special cases correspond to simple parameter restrictions on the model, the first to the preference for robustness parameter $\sigma$ tending to zero and the second to the coefficient of risk aversion tending to one within a CRRA period utility function.

### 3.2.1 CRRA preferences and no fear of misspecification

An agent with constant relative risk aversion preferences and no fear of model misspecification has a value function $U_t$ that satisfies:

$$U_t = (1 - \beta) \left( \frac{e^{c_t}}{1 - \gamma} \right) + \beta E_t U_{t+1},$$

which is a special case of recursion (1) when the preference for robustness parameter $\sigma$ tends to zero and the period utility $V(c_t)$ is CRRA. $e^{c_t}$ is the level of individual consumption and $\gamma$ is the coefficient of relative risk aversion. This specification of preferences permits a simple analytic solution when consumption follows a random walk process. De Santis (2007) gives details in his Appendix B. The analytic solution is:

$$U_t = \frac{1 - \beta}{1 - \beta e^{\sqrt{(1-\gamma)(g-(\tau^2_1+\tau^2_2)/2)+(1-\gamma)^2(\tau^2_1+\tau^2_2)/2}}} \left( e^{c_t} \right)^{1-\gamma}. \quad (9)$$

The second order approximate solution is derived by following the steps in our Appendix A. We are not interested per se in whether the second order small noise expansion is a good approximation to the analytic solution. Rather, we want to know whether the dependency of the costs of business cycles on the level of idiosyncratic risk is well described by the approximate solution. The true cost of business cycles in this model in percentage terms is $\log(U_t) - \log(U_t^*)$, where $U_t^*$ is the value that welfare (9) takes if aggregate fluctuations are removed. The cost of business cycles approximated by the small noise expansion is correspondingly $\log(W^E(c_t)) - \log(W^E(c_t^*))$, with $W^E(c_t)$ and $W^E(c_t^*)$ being the values of welfare in (5) with and without aggregate shocks. Our question is whether this approximation is good. The free parameters in the model are the discount rate, the coefficient of relative risk aversion, and the variances of aggregate and idiosyncratic consumption shocks. We set the discount factor at 0.95, the coefficient of relative risk aversion to 1.5, and the variance of aggregate consumption shocks at $(2.9\%)^2$ following De Santis (2007).
Figure 1 plots the true and approximated welfare costs of business cycles as functions of the variance of idiosyncratic consumption shocks. The accuracy of the second-order approximation is good, with a maximum discrepancy between truth and approximation of about 0.005%.

The second order approximation begins to understate the true costs of business cycles when there is more noise in the economy. To increase accuracy, the order of the small noise expansion can always be increased. A sufficiently high order expansion is arbitrarily accurate for any level of noise, provided that the agent has CRRA preferences and no fear of misspecification.

The computational burden of calculating the small noise expansion to second order is not trivial and it is reasonable to ask whether expanding to first-order might be sufficient. The answer is no. The issue is that risk enters the first-order solution only linearly in the term in $E_t(w_{1t+1} + w_{2t+1})^2 = \tau_1^2 + \tau_2^2 + \text{terms independent of risk}$ in the first-order term (21), which makes the approximated cost of business cycles independent of idiosyncratic risk in the first-order expansion. A first-order expansion therefore misses the insight of De Santis (2007) that the cost of business cycles depends on idiosyncratic volatility. If Figure 1 were to be re-drawn for the first-order expansion, then the $\times$’s of the approximation would lie on a horizontal line.

\footnote{The true value of $\log(U_t) - \log(U_t^*)$ from equation (9) is 0.5067\% for $\tau_2^2 = 0$ on the far left of Figure 1. The approximate value $\log(W^{E}(c_t^i)) - \log(W^{E^*}(c_t^i))$ from equation (5) is 0.5062\%, hence the maximum discrepancy is 0.0005\%.}
The first-order approximation is even more misleading if Figure 1 were to be plotted in terms of the relative cost of business cycles. With the absolute cost of business cycles constant and welfare decreasing in the variance of idiosyncratic shocks, the first-order approximation asserts a negative relationship between the relative cost of business cycles and idiosyncratic risk. In reality the relationship is positive. The second order expansion does not suffer these problems because it includes a term in $E_t(w_{1t+1} + w_{2t+1})^4 = 3\tau_1^4 + 6\tau_1^2\tau_2^2 + 3\tau_2^4 + \text{terms independent of risk}$ that captures the impact of idiosyncratic risk on the cost of aggregate fluctuations.

3.3 Logarithmic preferences and fear of misspecification

A representative agent with logarithmic period utility and a fear of model misspecification has a value function that satisfies:

$$U_t = (1 - \beta)c_t^i - \frac{1}{\sigma} \log E_t \exp(-\sigma \beta U_{t+1}), \quad (10)$$

which is again a special case of the general framework in Section 2 with the period utility equal to $c_t^i$, the logarithm of individual consumption. Barillas et al. (2009) show in their Section 4.1 that the specification has a simple analytic solution under aggregate consumption shocks. It is straightforward to extend their calculations to include idiosyncratic shocks and obtain:

$$U_t = \beta - \beta \left( \sqrt{\epsilon \left( g - \frac{\tau_1^2 + \tau_2^2}{2} \right) - \sigma \beta \epsilon \frac{\tau_1^2 + \tau_2^2}{2}} \right) + c_t^i. \quad (11)$$

The approximate solution is constructed from the derivatives of the no-noise solution. With logarithmic preferences the no-noise solution is $W^0(c_t^i) = c_t^i$, so the first derivative is unity but all higher derivatives are zero. The approximate solution is then identical to (11), so the approximation is exact when the representative agent has logarithmic preferences and a fear of model misspecification. The absence of terms in $\epsilon^2$ from the analytic solution means that it is unnecessary to approximate to second order in this particular case. A first-order approximation is already exact.

4 Calibration

The calibration of the model in Table 1 is taken from De Santis (2007), whose calculations are based on data from 1929-1998. Lucas (1997, 2003) uses data from the post WWII period to calibrate $\sqrt{\tau_1}$ to about 2.0%. We retain the calibration of De Santis but acknowledge that the welfare cost of business cycles would be lower if we were to adopt the Lucas calibration. Agents necessarily find that smaller aggregate fluctuations are less costly.
consumption in the US. The initial value of consumption is set at $77.4 billion, the value of Personal Consumption Expenditures reported by the Bureau of Economic Analysis for 1929.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean consumption growth</td>
<td>$g$</td>
<td>1.89%</td>
</tr>
<tr>
<td>Standard deviation of aggregate consumption shocks</td>
<td>$\sqrt{\sigma_1}$</td>
<td>2.9%</td>
</tr>
<tr>
<td>Standard deviation of idiosyncratic consumption shocks</td>
<td>$\sqrt{\sigma_2}$</td>
<td>10%</td>
</tr>
<tr>
<td>Discount factor</td>
<td>$\beta$</td>
<td>0.95</td>
</tr>
<tr>
<td>Coefficient of relative risk aversion</td>
<td>$\gamma$</td>
<td>1, 1.25, 1.5</td>
</tr>
<tr>
<td>Initial individual consumption</td>
<td>$c_0$</td>
<td>$\log(77.4)$</td>
</tr>
</tbody>
</table>

Table 1: Calibration

We calibrate the agent’s preference for robustness to embody very mild fears of model misspecification at different levels of risk aversion. A higher fear of model misspecification is captured by supposing that an agent would employ more stringent standards when trying to detect whether its approximating model is misspecified. The values of the robustness parameter in Table 2 generate detection error probabilities of 50%, 45% and 40% when testing based on a sample period of 69 years, the same length as the data used by De Santis (2007). A detection error probability of 50% indicates that the agent has no fear of model misspecification.

<table>
<thead>
<tr>
<th>Detection error probability</th>
<th>50%</th>
<th>45%</th>
<th>40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.25</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>2.4</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 2: Calibrated values of the robustness parameter $\sigma$

---

5Formally, the detection error probability approach calibrates $\sigma$ in terms of the probability that the agent will make an error in a model selection test that pits the approximating model against the worst-case model associated with a given $\sigma > 0$. Lower detection error probabilities indicate larger fears of misspecification. See Hansen et al. (2002), Anderson et al. (2003), and Hansen and Sargent (2008, ch. 9) for more details.
5 Results

5.1 Consumption equivalent cost of business cycles

The welfare cost of business cycles calculated from the small noise expansion is \( \log(W^E(c_i)) - \log(W^{E*}(c_i)) \), where \( W^E(c_i) \) and \( W^{E*}(c_i) \) respectively measure welfare with and without aggregate shocks. To translate welfare costs into the consumption equivalent metric preferred by Lucas (1987), we define \( \Delta \) as the percentage increase in initial consumption needed to compensate the agent for the presence of aggregate risk. Mathematically, \( \Delta \) solves:

\[
W^E(c_i(1 + \Delta)) = W^{E*}(c_i) \tag{12}
\]

The consumption equivalent cost of business cycles is presented in Table 3. The table decomposes the cost into a contribution from idiosyncratic consumption risk and a contribution from an agent’s fear of model misspecification. The decomposition starts from the baseline cost of business cycles when there is no idiosyncratic risk or fear of misspecification. It is comparable to the Lucas calculation, obtained from the small noise expansion (5) by setting to zero both the variance of idiosyncratic shocks and the preference for robustness.\(^6\) The contribution of idiosyncratic consumption risk is isolated in the next row, which shows the additional cost of business cycles when there is idiosyncratic risk but no fear of misspecification. This is the case studied by De Santis (2007). The contribution of fear of model misspecification is in the next row, which is the additional cost of business cycles with a fear of misspecification but no idiosyncratic risk, the economy of Barillas et al. (2009). The cost of business cycles in Table 3 exceeds the sum of the baseline cost and the individual contributions from idiosyncratic risk and fear of misspecification. To complete the decomposition we therefore need an additional row, which measures the additional increase in the cost of business cycles when idiosyncratic risk and fear of misspecification operate jointly rather than separately.

That the combined effects of idiosyncratic consumption risk and fear of model misspecification exceed their individual contributions is a central result of our paper. We find that introducing idiosyncratic risk significantly increases the cost of business cycles, even if agents are only slightly risk averse and have only a mild fear of model misspecification. For example, the consumption equivalent cost of adding idiosyncratic risk when \( \gamma = 1.5 \) is only 0.068% if the agent does not fear model misspecification, but this rises to 0.402% under a fear of model misspecification.

\(^6\) The cost of business cycles in Table 3 exceeds those calculated by Lucas (1987, 2003) because aggregate consumption shocks in our model are permanent rather than temporary.
misspecification. We therefore argue that idiosyncratic risk can be costly even when risk aversion is much lower than that assumed by De Santis (2007). Symmetrically, endowing agents with a fear of model misspecification is more costly in an economy subject to idiosyncratic consumption risk. The Barillas et al. (2009) mechanism by which fears of model misspecification make business cycles costly is therefore amplified. We see that even a very mild fear of misspecification is sufficient to induce significant losses in consumption equivalent terms, for example when $\gamma = 1.5$ the consumption equivalent cost of fearing model misspecification rises from 0.327% to 0.493% if there is idiosyncratic risk in the economy. If the data sample used in the calculation of detection error probabilities were less than 69 years then the costs would be higher.
\( \gamma \)
\[
\begin{array}{ccc}
\text{Cost of business cycles} & 0.802\% & 1.032\% & 1.262\% \\
\text{Baseline cost} & = 0.802 & = 0.802 & = 0.802 \\
\text{+ Contribution of idiosyncratic risk} & +0 & +0 & +0 \\
\text{+ Contribution of fear of model misspecification} & +0 & +0.230 & +0.460 \\
\text{+ Joint contribution} & +0 & +0 & +0 \\
\end{array}
\]

\( \gamma \)
\[
\begin{array}{ccc}
\text{Cost of business cycles} & 0.945\% & 1.224\% & 1.476\% \\
\text{Baseline cost} & = 0.918 & = 0.918 & = 0.918 \\
\text{+ Contribution of idiosyncratic risk} & +0.027 & +0.027 & +0.027 \\
\text{+ Contribution of fear of model misspecification} & +0 & +0.227 & +0.413 \\
\text{+ Joint contribution} & +0 & +0.053 & +0.117 \\
\end{array}
\]

\( \gamma \)
\[
\begin{array}{ccc}
\text{Cost of business cycles} & 1.088\% & 1.428\% & 1.706\% \\
\text{Baseline cost} & = 1.020 & = 1.020 & = 1.020 \\
\text{+ Contribution of idiosyncratic risk} & +0.068 & +0.068 & +0.068 \\
\text{+ Contribution of fear of model misspecification} & +0 & +0.233 & +0.402 \\
\text{+ Joint contribution} & +0 & +0.107 & +0.217 \\
\end{array}
\]

Table 3: Decomposition of the consumption equivalent costs of business cycles

5.2 Interpretation

The force behind our result is that there is more for an agent to fear when it is subject to idiosyncratic risk. One part of this is that, as individual consumption becomes more volatile, the agent fears misspecification not only of aggregate risk but also of idiosyncratic risk. Another aspect is that an agent might fear that aggregate and idiosyncratic risks may be interrelated. For example, it could be that aggregate and idiosyncratic shocks are correlated,
or that their variances co-move over time. A positive correlation between aggregate and idiosyncratic shocks is something to fear because it implies that the agent is more likely to suffer negative idiosyncratic shocks when the aggregate economy is doing badly. Co-movement between variances is similarly fear-inducing because it increases the likelihood that periods of idiosyncratic risk will occur against a backdrop of heightened aggregate risk.

Precisely how fears of model misspecification translate into welfare losses is captured by the worst-case scenarios that agents construct to value alternative consumption streams. An agent fearing misspecification distrusts its approximating model for the joint distribution of \( z_{t+1} = (c_{t+1}, \delta_{t+1}) \). A worst-case conditional joint distribution of \( z_{t+1} \) is \( \hat{f}(z_{t+1}) = m(z_{t+1})f(z_{t+1}) \), where \( f(z_{t+1}) \) is the conditional density of \( z_{t+1} \) under the approximating model and \( m_{t+1} \) satisfies:

\[
m_{t+1} \propto \exp(-\sigma \beta U_{t+1}),
\]

where the factor of proportionality makes \( m_{t+1} \) have conditional mean one, i.e., it is the reciprocal of the conditional mean of \( \exp(-\sigma \beta U_{t+1}) \). \( U_{t+1} \) is an approximation to the value function, in our case taken from the small-noise expansion (5). For a calibration of \( \gamma = 1.25 \) and detection error probability of 40%, Figure 2 plots contours of the normalised difference between the worst-case density and the density under the approximating model.\(^7\) The worst-case density has more probability mass than the density under the approximating model in the bottom left of the figure where the contours are positive. The opposite is true in the top right where the contours are negative.

\(^7\)The difference in densities is normalised by dividing values of \( \hat{f}(z_{t+1})-f(z_{t+1}) \) by the constant \( \int (\hat{f}(z_{t+1})-f(z_{t+1}))dz_{t+1} \). This makes contours in Figure 2 independent of the fineness of the \( z_{t+1} \) grid.
Table 4 summarises the moments of the worst-case conditional consumption density for different levels of risk aversion and detection error probability. The worst-case density differs from the density under the approximating model in three respects. Firstly, it is centered on negative values of the aggregate consumption shock $\sqrt{\varepsilon w_{1t}}$ and the idiosyncratic consumption shock $\sqrt{\varepsilon w_{2t}}$. Secondly, it has slightly higher variances. Thirdly, the worst-case density has greater probability mass than the density under the approximating model in the region where both aggregate and idiosyncratic shocks are negative. The characteristics of the worst-case density confirm the intuition that an agent with a preference for robustness fears negative shocks to aggregate and idiosyncratic consumption, and especially fears that these shocks may occur at the same time. Table 4 shows the degree to which these effects attenuate as the agent becomes less risk averse and less concerned with robustness. The covariance between aggregate and idiosyncratic shocks in the worst-case density tends to zero in the limit of either logarithmic utility or no fear of model misspecification.
<table>
<thead>
<tr>
<th>detection error probability</th>
<th>50%</th>
<th>45%</th>
<th>40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\hat{w}_{1t}$</td>
<td>0</td>
<td>$-0.240 \times 10^{-3}$</td>
<td>$-0.479 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{w}_{2t}$</td>
<td>0</td>
<td>$-2.850 \times 10^{-3}$</td>
<td>$-5.700 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{\tau}_1$</td>
<td>2.9%</td>
<td>2.9%</td>
<td>2.9%</td>
</tr>
<tr>
<td>$\hat{\tau}_2$</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>$\rho_{\hat{w}_1, \hat{w}_2}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>detection error probability</th>
<th>1.25</th>
<th>1.25</th>
<th>1.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>1.25</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>$\hat{w}_{1t}$</td>
<td>0</td>
<td>$-0.284 \times 10^{-3}$</td>
<td>$-0.525 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{w}_{2t}$</td>
<td>0</td>
<td>$-3.381 \times 10^{-3}$</td>
<td>$-6.245 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{\tau}_1$</td>
<td>2.9%</td>
<td>2.90011%</td>
<td>2.90019%</td>
</tr>
<tr>
<td>$\hat{\tau}_2$</td>
<td>10%</td>
<td>10.0085%</td>
<td>10.0080%</td>
</tr>
<tr>
<td>$\rho_{\hat{w}_1, \hat{w}_2}$</td>
<td>0</td>
<td>$0.250 \times 10^{-3}$</td>
<td>$0.469 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>detection error probability</th>
<th>1.5</th>
<th>1.5</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>$\hat{w}_{1t}$</td>
<td>0</td>
<td>$-0.299 \times 10^{-3}$</td>
<td>$-0.532 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{w}_{2t}$</td>
<td>0</td>
<td>$-3.557 \times 10^{-3}$</td>
<td>$-6.315 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\hat{\tau}_1$</td>
<td>2.9%</td>
<td>2.90022%</td>
<td>2.90041%</td>
</tr>
<tr>
<td>$\hat{\tau}_2$</td>
<td>10%</td>
<td>10.0092%</td>
<td>10.0171%</td>
</tr>
<tr>
<td>$\rho_{\hat{w}_1, \hat{w}_2}$</td>
<td>0</td>
<td>$0.539 \times 10^{-3}$</td>
<td>$0.995 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 4: Moments of worst-case density
6 Alternative consumption processes

The unit root processes for aggregate and idiosyncratic consumption in De Santis (2007) are key to generating sizeable welfare costs of aggregate fluctuations. Unfortunately, the empirical evidence for uninsurable unit roots in consumption is shaky. Blundell et al. (2008) find that many individuals are able to insure against permanent income shocks, whereas Heathcote et al. (2014) attribute only some of the fluctuations in consumption to unit root processes.

To investigate the sensitivity of our results to assumptions about consumption processes, we look at the consumption equivalent cost of business cycles when the unit roots are retained but the variance of idiosyncratic shocks is decreased by a factor of 2. Our aim is to produce a decomposition of welfare costs that can be compared directly to the numbers for $\gamma = 1.5$ and a detection error probability of 40% in the bottom right corner of Table 3. In doing the calculations, we therefore increase the preference for robustness parameter $\sigma$ from 6.0 to 10.0. This reflects the greater difficulty an agent has distinguishing between models when the variance of idiosyncratic consumption shocks is low, and ensures that the detection error probability remains at 40%. The consumption equivalent cost of business cycles with a lower variance of idiosyncratic consumption shocks is 1.977%, which decomposes into a baseline cost of 1.020%, a contribution from idiosyncratic risk of 0.033%, a contribution from fear of model misspecification of 0.676% and a joint contribution of 0.247%. Although the magnitudes of the costs do fall slightly, we see that fear of model misspecification is again instrumental in making idiosyncratic risk increase the welfare cost of business cycles. Alternatively, introducing a fear of model misspecification is considerably more costly in an economy that is subject to idiosyncratic consumption shocks.

The consumption processes considered so far do not allow for a link between idiosyncratic risk and the aggregate state of the economy, a specification that may substantially understate the cost of business cycles. This is potentially important, as Storesletten et al. (2004) find that the cross-sectional income variation in the US is almost twice as high in contractions as in expansions. De Santis (2007) allows for such a link through a correlation between aggregate consumption shocks and the variance of idiosyncratic consumption shocks, but empirical work by Jacobsen et al. (1993) suggests that it is the increased risk and cost of job displacement that causes cross-sectional heterogeneity to rise during contractions. Specifically, job displacement probabilities and long-term earnings losses of job displacement go up in contractions. Indeed, in less formal discussions, the costs of recessions are often attributed to the increase in earnings losses of displaced workers during recessions, Davis and von Wachter (2011), or the earnings
losses for some sub-group of the population, Oreopoulos et al. (2014). In Krebs (2007) it has been shown that the welfare costs of business cycles become quite substantial once this particular feature is incorporated into the model.

We introduce job displacement risk by replacing the shock to the idiosyncratic component of consumption in (4) with the process of Krebs (2007):

\[
\begin{cases}
-w_2t = -d_H \text{ with prob } \pi p_H \\
\frac{p_H d_H}{1-p_H} \text{ with prob } \pi (1-p_H) \\
-w_L \text{ with prob } (1-\pi)p_L \\
\frac{p_L d_L}{1-p_L} \text{ with prob } (1-\pi)(1-p_L)
\end{cases}
\] (14)

The aggregate state of the economy is assumed to follow a stationary i.i.d. process, such that with probability \(\pi\) it is in expansion and with probability \(1-\pi\) it is in contraction. The probabilities of job displacement in expansions and contractions are \(p_H\) and \(p_L\) respectively, with empirical evidence suggesting that \(p_H < p_L\). If a worker is displaced then its individual consumption level falls by \(d_H\) if the economy is in an expansion and \(d_L\) if the economy is in a contraction, where it is assumed that \(d_H < d_L\) since earnings losses are typically lower if a worker is displaced in an expansion than in a contraction. The increase in individual consumption of non-displaced workers is normalised so that the expected value of idiosyncratic consumption is not trending during either expansions and contractions.

Krebs (2007) measures the welfare cost of business cycles by the amount of consumption that agents would be willing to forego in order to live in an economy where both the probability of job displacement and the consumption losses on displacement are constant over the business cycle. To ensure comparability across different economies, the shock to idiosyncratic consumption when there is no cyclical variation in job displacement risk is modelled as:

\[
\bar{w}_{2t} = \begin{cases}
-\bar{d} \text{ with prob } \bar{p} \\
\frac{\bar{p} \bar{d}}{1-\bar{p}} \text{ with prob } 1-\bar{p}
\end{cases}
\] (15)

where \(\bar{p} = \pi p_H + (1-\pi)p_L\) and \(\bar{d} = \pi d_H + (1-\pi)d_L\). The consumption equivalent cost of business cycles is the amount of extra consumption needed to compensate an agent for idiosyncratic consumption shocks following (14) rather than (15).

The i.i.d. nature of this formulation means that job displacement risk only affects the model through changes in the moments of \((w_{1t}, w_{2t})\). The small noise expansion of Anderson et al. (2012) hence remains valid and the calculations in Appendix A still apply. We adopt the numerical calibration of job displacement risk in Krebs (2007). The probabilities of job
displacement in expansions and contractions are set at $p_H = 0.03$ and $p_L = 0.05$ respectively, reflecting the lower likelihood of job displacement in an expansion than in a contraction. That workers lose 9% of their earnings if displaced during an expansion motivates setting $d_H = 0.09$. Similarly, job displacement in a contraction leads to a 21% loss of earnings and we have $d_L = 0.21$. Expansions and contractions are assumed to occur with the same frequency, so $\pi = 0.5$. The numerical calibration implies that $\bar{p} = 0.04$ and $\bar{d} = 0.15$ in the model without cyclical variation in job displacement risk. The rest of the model is calibrated as in Section 4, with the coefficient of relative risk aversion taking the value 1.5 and the preference for robustness parameter $\sigma$ chosen as before to generate detection error probabilities of 50%, 45% and 40% when testing based on a sample period of 69 years.

The welfare cost of a cyclical component in job displacement risk is decomposed at the top of Table 5. The story is similar to that in the previous model with no link between idiosyncratic risk and the aggregate economy, although now the consumption equivalent costs are larger. Looking at the final column for a detection error probability of 40%, we see that the cyclical component of job displacement risk raises the costs of business cycles by 0.153% if agents do not fear model misspecification, but by 0.446% if they do. Alternatively, endowing agents with a fear of model misspecification increases the costs of business cycles by only 0.615% if there is no cyclical component to job displacement risk, as opposed to 0.908% if there is.
Table 5: Decomposition of the consumption equivalent costs with job displacement risk

The middle of Table 5 summarises the worst-case scenarios used by agents to value their consumption streams. The worst-case distribution has agents placing less probability mass $\hat{\pi}$ on the economy being in expansion, and more probability mass $\hat{p}_H$ and $\hat{p}_L$ on the risk of job displacement. Agents especially guard against job displacement risk when the economy is in contraction, reflecting the greater loss of earnings they would suffer if displaced during a contraction. The bottom of Table 5 shows how fears of model misspecification inject correlation between the aggregate consumption shock $\hat{w}_{1t}$ and the cyclical component of job displacement risk. The worst-case distribution of $\hat{w}_{1t}$ is always negative, but this is especially true if the worker is displaced during a contraction. The agent therefore most fears that job displacement is likely to occur in both a contraction and when there is a negative aggregate consumption shock. The resulting correlation mirrors what we found between aggregate and idiosyncratic shocks in the worst-case distribution of the previous model.
7 Concluding remarks

The message that the welfare cost of business cycles is higher in an economy in which individ-
uals face idiosyncratic consumption risk and are concerned about statistical model misspeci-
fication should come as no surprise to readers of De Santis (2007) and Barillas et al. (2009).
What might be more surprising is that the total effect of idiosyncratic risk and concerns about
robustness exceeds the sum of their parts. Our calibration of the quantitative magnitude of the
total effects offers additional support to the view that aggregate fluctuations are substantially
more costly to individual consumers than calculated by Lucas (1987, 2003). The calculations
of Lucas (2003) make no reference to whether business cycle fluctuations represent efficient
allocations, but one conclusion from his estimates is that business cycles are not a worry be-
cause costs are small even if all the fluctuations are departures from efficiency. We show that
the cost of fluctuations is large, and hence it is important to understand the extent to which
they are efficient.

A The small noise expansion

Here, we outline how we apply a small noise expansion to obtain an approximate solution of
value function recursion (1) in our economic environment. For details of the general case, see
Anderson et al. (2012).

The first step in expressing the right side of (7) in powers of \( \sqrt{\epsilon} \) is to expand the exponential
expression over which an agent forms expectations through the operator \( E_t \). The Maclaurin
expansion for small \( \sqrt{\epsilon} \) of this expression is:

\[
e^{-\sigma \beta (W^0(c^i_{t+1}) + h(c^i_{t+1}))} = e^{-\sigma \beta (W^0(c^i_t) + h(c^i_t))} \left( 1 + \sum_{n=1}^{\infty} \frac{e^{n/2} \mu'_n}{n!} (w_{1t+1} + w_{2t+1})^n \right),
\]

\[
\mu'_n = \kappa_n + \sum_{m=1}^{n-1} \left( \binom{n-1}{m-1} \kappa_m \mu'_{n-m}, \quad \kappa_n = -\sigma \beta D^n (W^0(c^i_t) + h(c^i_t)), \quad (16)
\]

which is of the same form as the moment generating function of a random variable, with
\( \mu'_n \) and \( \kappa_n \) analogous to the random variable’s non-central moments and cumulants. The
second step involves taking expectations of (16), applying logarithms, multiplying by \( -\sigma^{-1} \),
and then making a Maclaurin expansion of the resulting expression for small \( \sqrt{\epsilon} \). When taking
expectations of (16), the operator \( E_t \) applies only to the expression \( (w_{1t+1} + w_{2t+1})^n \), because
\( \mu'_n \) is a deterministic function of the logarithm of individual consumption \( c^t_i \), which the agent knows at time \( t \). The result of the second step is an expression for the right side of (7) in terms of powers of \( \sqrt{\epsilon} \), as required:

\[
\beta W^0(c^t_i) + \beta h(c^t_i) - \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k \sigma} \left( \sum_{n=1}^{\infty} \frac{\epsilon^{n/2} \mu'_n}{n!} E_t(w^t_{1t+1} + w^t_{2t+1})^n \right)^k.
\]

(17)

We are now in a position to use the method of undetermined coefficients to identify the correction term \( h(c^t_i) \) in the small noise approximation. Substituting expression (17) into the right side of (7) implies that the correction term satisfies:

\[
(1 - \beta)h(c^t_i) = -\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k \sigma} \left( \sum_{n=1}^{\infty} \frac{\epsilon^{n/2} \mu'_n}{n!} E_t(w^t_{1t+1} + w^t_{2t+1})^n \right)^k.
\]

(18)

The way that \( \sqrt{\epsilon} \) enters the right side of (18) directly through the expression \( \epsilon^{n/2} \) and indirectly through the dependency of \( \mu'_n \) on \( \kappa_n, \kappa_{n-1}, \ldots, \kappa_1 \) and the derivatives \( D^n(W^0(c^t_i) + h(c^t_i)), D^{n-1}(W^0(c^t_i) + h(c^t_i)), \ldots, D(W^0(c^t_i) + h(c^t_i)) \) suggests that the correction term may be written as a linear function of powers of \( \sqrt{\epsilon} \). A candidate is:

\[
h(c^t_i) = \sum_{n=1}^{\infty} \epsilon^{n/2} h^n(c^t_i),
\]

(19)

where the functions \( h^n(c^t_i) \) are independent of \( \sqrt{\epsilon} \). We verify the form of the candidate solution and identify its functions by applying the method of undetermined coefficients to equations (18) and (19). The expected value \( E_t(w^t_{1t} + w^t_{2t})^n \) is given by the moments of the bivariate normal distribution of \( w^t_{1t} \) and \( w^t_{2t} \). The method of undetermined coefficients applied to terms in \( \sqrt{\epsilon} \) in (18) and (19) gives:

\[
h^1(c^t_i) = \frac{E_t(w^t_{1t+1} + w^t_{2t+1})}{1 - \beta} \beta D W^0(c^t_i).
\]

(20)

There are no derivatives of \( h(c^t_i) \) in the first correction term (20) because \( h(c^t_i) \) is at most of order \( \sqrt{\epsilon} \). The second correction term is defined by the undetermined coefficients on \( \epsilon \) in (18) and (19):

\[
h^2(c^t_i) = \frac{E_t(w^t_{1t+1} + w^t_{2t+1})}{1 - \beta} \beta D h^1(c^t_i)
\]

\[
+ \frac{E_t(w^t_{1t+1} + w^t_{2t+1})}{2 \sigma (1 - \beta)} \left( \sigma \beta D^2 W^0(c^t_i) - (\sigma \beta DW^0(c^t_i))^2 \right)
\]

\[
+ \frac{(E_t(w^t_{1t} + w^t_{2t}))^2}{2 \sigma (1 - \beta)} (\sigma \beta DW^0(c^t_i))^2.
\]

(21)
where the derivative $Dh^1(c_i^t)$ can be calculated from equation (20). This completes the derivation of the first-order correction term $\sqrt{\epsilon}h^1(c_i^t) + \epsilon h^2(c_i^t)$. An expansion of second order or higher is obtained by recursive solution and application of the method of undetermined coefficients to (18) and (19).
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